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Vibrational energy relaxation (VER) of solvated polyatomic molecules can occur via different pathways. In
this paper, we address the question of whether treating M&sgically or quantum-mechanicalban lead to
different predictions with regard to the preferred pathway. To this end, we consider the relaxation of the
singly excited asymmetric stretch of a rigid, symmetrical, and linear triatomic molecule (A-B-A) in a monatomic
liquid. In this case, VER can occur either directly to the ground state or indirectly via intramolecular vibrational
relaxation (IVR) to the symmetric stretch. We have calculated the rates of these two different VER pathways
via classical mechanics and the linearized semiclassical (LSC) method. When the mass of the terminal A
atoms is significantly larger than that of the central B atom, we find that LSC points to intermolecular VER
as the preferred pathway, whereas the classical treatment points to IVR. The origin of this trend reversal
appears to be purely quantum-mechanical and can be traced back to the significantly weaker quantum
enhancement of solvent-assisted IVR in comparison to that of intermolecular VER.

I. Introduction in cases where the energy gap between the vibrational levels is
. . . . larger thanksT. Indeed, discrepancies by many orders of
Vibrational energy rglaxat!on .(VER) is the fundamental magnitude have been reported between experimentally measured
process by Wh'Ch. an excited vibrational T“Ode releases its EXCESR/ER rates and predictions based on classical molecular dynam-
energy to other, intermolecular and/or intramolecular, degreesics simulation$1-86 At the same time, a numerically exact
of freedom (DOF).' Virtually all chemical phenomena in the ((:]alculation of the quantum-mechanical FFCF in liquid solutions
condensed phase involve VER processes. The measurement an . . . X .
- ) .~ IS not feasible. Several previous studies of VER in polyatomic
calculation of VER rates in such systems have therefore received . .
systems have employed quantum correction factors (QCFs) in

much attention over the last few decades, order to bypass this problef®’477.8/Unfortunately, the choice

In recent experimental studies of VE;’ gttenhon_has been QCF is often rather ad-hoc and estimates obtained from
?h|ftt|ng tc; {)/cé)F/qa_tomml sc:lute_/ SOlvfnt slyste s> The rga:mc?_e\t/v . different QCFs can differ by orders of magnitude, particularly
eature o I polyatomic molecules, as opposed 1o diatomic o high-frequency vibrations are involved.

molecules, has to do with the fact that it can occur via different ’ )
We have recently introduced a new approach for calculating

intramolecular and/or intermolecular pathways. The case of s . !
small polyatomic molecules {34 atoms) is particularly attrac- VER rate constants, which is based on estimating the quantum-

tive because the modes that define the vibrational spectrum argnechanical FFCF via the linearized semiclassical (LSC) ap-
more or less isolated and the number of VER pathways is Proximation. The approximation involves linearizing the forward
relatively small. backward path-integral action in the exact quantum-mechanical

The wealth of detailed experimental information on VER in FFCF, with respect to the difference between the forward and

polyatomic solute/solvent systems has motivated many theoreti-backward path& This leads to a classical-like expression for
cal studies that attempted to provide a molecular interpretation the FFCF, where the classical variables are replaced by certain
of the observed time scales and pathways in such systes. Wigner transforms of the cqrrespondlng quantum-mech_amcal
Those theoretical studies have been based mostly on thedPerators. We have also introduced a local harmonic ap-
Landau-Teller formula, which puts the VER rate constant in prOX|mat|on (LHA) in orde.r to evaluate these ng_ner transfqrms
terms of the Fourier transform (FT), evaluated at a frequency N many-body anharmonic systerfisin the remainder of this
corresponding to the energy gap between a pair of vibrational Paper, we will refer to the method that results from the
states, of a certain correlation function involving the forces combination of the LSC and LHA approximations as LHA-
exerted on the solute by the solvéh’Most previous studies

of VER in polyatomic systems implemented this formalism In previous work, we have demonstrated the accuracy of the
within the framework of classical mechanics. However, replac- LHA-LSC method on several nontrivial benchmark probléfns.
ing the quantum-mechanical foreéorce correlation function The feasibility of applying the method to molecular liquids was
(FFCF) by its classical counterpart is not necessarily justified also demonstrated via applications to neat liquid oxygen, neat
liquid nitrogen, and liquid oxygen/argon mixtur&sss In all
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in good agreement with the experimental results. This repre- is the molecular mass. It should be noted that
sented a dramatic improvement in comparison to the classical

predictions, which are smaller than the experimental results by » M m
many orders of magnitude. 2= [= J14+22 (3)
In a more recent paper, we reported the first application of @s Me M

the LHA-LSC method for calculating VER rates in a polyatomic
system. The latter corresponded to a rigid, symmetrical, an
linear triatomic molecule (A-B-A) in a monatomic liquf§.In
this case, VER from the first excited state of the asymmetric Ens'nasz Nfwg+ Nfiwg (4)
stretch can occur either directly to the ground state or indirectly

via intramolecular vibrational relaxation (IVR) to the first with ns, nas= 0,1,2,... and such théts|ns, Nad = En n,dNs, Nad

excited state of the symmetric stretch. The results reported in The solvent is assumed to be monatomic. The solvent
ref 86 gave rise to the following observations: (1) Generally solvent interactions and the interactions between the solvent
speaking, VER rates predicted by the LSC method were fasteratoms and the three sites of the triatomic solute are described
than the classical ones. (2) The quantum enhancement ofin terms of pair potentials. In actual simulations, we have
intermolecular VER was significantly stronger than that of IVR. - assumed that all of these pair potentials are of the Lennard-
(3) In cases where the A and B atoms were similar in mass, we Jones (LJ) type. The overall solute solvent Hamiltonian is
found that while the classical VER rate in argon was faster than assumed to be given in the following form:
that in neon, at the same thermodynamic point in terms of
reduced LJ units, the opposite trend was observed in the case _ T

! H=H,+H,+ Fq+q"-G- 5
of the LSC-based VER rates. s b q4Ta-= ®)

At the same timelVR was obsered to be the preferred VER
pathway of the excited asymmetric stretch, regardless of which
method was used to calculate the rates (LHA-LSC or fully

classical) The question addressed in the present paper is L .

that the coupling includes terms up to second ordeg Explicit
whet_herthe_re could be cases where th? pre_ferred VER IC)atm\"ayexpressions for the matrix elementsfofandG can be found
predicted via the LHA-LSC method is different from that in ref 86

predicted by the classical treatment? To this end, we calculated . ) . .
the rates of the above-mentioned two different VER pathways Starting at the first excited-state of tlaeymmetncstretch,
in cases involving terminah atoms that are increasingly more 10,10) YER can follow one of wo pfs\thways.

massive than the central B atom. This was motivated by the 1. Direct VER to the|0,0CIstate with the rate constant
fact that the gap between the asymmetric stretch frequency and

the IVR frequency becomes smaller with the increasing mass k.= 1 f°° die ' “=4C (@ (6)
of the terminal A atom. Thus, the fact that the quantum rate S 2hw,gd a

enhancement of intermolecular VER is larger than that of IVR

may makes it possible for the former to become the dominant where

VER pathway.

The remainder of this paper is organized as follows. The C 1) = Z, *Tr{e PhdiifisE_ g HilhsE 4 @)
model Hamiltonian, general VER theory, and LHA-LSC method
are outlined in Section Il. The simulation parameters and _ _ _ IR
techniques are outlined in Section Ill. The simulation results Here, Z, = Tr(e ™) andéFa_s— Fas = 2, Tr(e "Fag.
are reported and discussed in Section IV. We conclude in 2- VR to the|1,00state with the rate constant
Section V.

d such thaiwas > ws. The vibrational energy levels are given by

Here,Hp is the Hamiltonian of the non-vibrational DOg,=
(0s029, and F-g + g™G-q is the coupling between the
vibrational modes and non-vibrational DOF. It should be noted

1 © o
Kur = 2o o8 CunlD) (8)
as™s

Il. Theory

In this section, we restrict ourselves to a brief outline of the
model and VER theory (a more detailed discussion of these
issues is available in ref 86). We considerigid, linear, and _ _
symmetric triatomic molecule A-B-A with the following Cu® =2, 1Tr{ eiﬁHbelHbﬂhéGs,angbﬂhéGs,a} )
vibrational Hamiltonian:

Wherewwr = Was — Wsg and

This process is followed by direct VER from th,00state to
pg pgs 1 25 1 55 the |0,00state with the rate constant
HS:E+7+§quS+§wasqas (1)
k=5 [ de " (10)
Here, @sps) and QasPad are thesymmetricstretch andasym- Ws
metric stretch mass-weighted normal-mode coordinates and
momenta, respectivelyws and w,s are the corresponding where

frequencies, explicitly given by

W= \JKklMy, .= \/kM/mymg 2
Finally, we list below the expressions used for calculating

where « is the A—B bond spring constant arid = 2m + mg the correlation functionsCq(t), Cadt), and Ci,(t) within the

C((t) = Z, ' Tr{e gt sp g Mt 3 (11)
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framework of the LHA-LSC method (a detailed derivation of TABLE 1: Model and Simulation Parameters?

these results was provided in ref 86): model CO/Ar CO,JNe CS/Ar CSyNe CSe/Ar CSe/Ne
o ™ re (R) 116 116 156 156 171 171
[@Q.le "™Q,U N 1 ma (amu) 16.0 16.0 320 320 79.0 79.0
C s(t)”fdQ —j'dp mg (amu) 12.0 120 120 120 120 12.0
a 0 z LI 6 2 wad2nc(cml) 2400 2400 1686 1686 1326 1326
_ b = wd2zc(cm ) 1253 1253 670 670 352 352
(P92 owl27nc(cm?) 1147 1147 1016 1016 974 974
exp — ——| [6F +D P OF.(QY) (12 edke (K) 117.7 47.0 1177 470 1177 470
200 [0Fad Qo) * Dad Qo ProloFad Qi) (12) os(A) 3504 272 3504 272 3504 272
ealks (K) 85.1 53.8 146.8 92.7 1468 927
oa(A) 323 284 3512 312 3552 3.16
—pH 172 ealks (K) 776 491 776 491 776 491
[@Qole "™1QoH N1 o8 (A) 343 304 343 304 343 304
CH~ [dQ———f dP”vOH _ T(K) 9416 376 9416 37.6 9416  37.6
Z, =1 \ a0 7K2 o (nm3) 19.76 42.24 19.76 4224 19.76 4224
. time step (fs) 4.0 3.0 4.0 3.0 4.0 3.0
(Pro’
n . . . . .
_ ' (C) p(Cl a All simulations were performed with one triatomic solute and 105
& R200) [0F(Qo) + D(Qo Pooll OF(QI, P) solvent atoms in the simulation box.
(13) |o1)
Y
—fH 12 —
@ole "™I1Qy0 N
Cu() ~ fon Z, fdPn,ol_l Oz
(P(j)o)z =1\oVmh —
n |
exXp———— [6Gs,as(Q0) + Ds,a&(QO' Pn,O)]éGs,as(Qt(C )) —
h%a®
(14)
Here, {ng)} are mass-weighted normal-mode momenta, as —
obtained from the expansion bf, to second order aroun@o
(the LHA), anda®) = QUcoth[phQ0)/2)/A, where{ (Q®)2 are
the eigenvalues of the corresponding Hessian mate{:"( C02 SZ CS€2

Pt(c')) correspond to the classically propagated coordinates and N7 NI/ N

momenta of the non-vibrational DOF, with the initial conditions Figure 1. Vibrational energy level diagrams for GACS, and CSg

(Qo, Po). The termsDadQo, Pna), Ds(Qo, Png), and Ds a{Qo, (drawn to scale). It should be noted thafs decreasess decreases

Pn.0) represent quantum nonlocality and vanish at the classical w|th increasing mass of the terml_nal atoms. _Also shown is a schematic

limit (explicit expressions for these terms can be found in ref view of the VER pathways considered in this paper.

84). Another quantum-mechanical effect is introduced by the

fact that the initial sampling of the positions and momenta is

nonclassical. More specifically, the initial sampling of the

ositions is based on the exact quantum-mechanical position . - . .

Erobability density,EQo|e‘ﬂHb|Qong whereas the initial ng_ obtained via the LorentzBerthelot mixing rules, withoe =

pling of the momenta is based on the nonclassical probability 0.335 nm,oo = 0.295 nm s = 0.352 nm,gse = 0.36 NM.oar
= 0.3054 nmone = 0.272 nmeclks = 51.12 K, eolkg = 61.6

and in liquid neon have already been reported in ref 86 and are
only reproduced here for the sake of completeness.
The LJ parameters for the solvergolute interaction were

density [11L,(1/(e02))2 expl— (P39 )/ (2a0)]. K, egfks = 183 K, esdks = 183 K, ealks = 117.7 K, andend
L. Model P ; d Simulation Techni ks = 47 K899 |t should be noted that we have assumed that
- Model Farameters and simulation Techniques the Se-Se interaction strength is similar to the-S interaction

Classical and LHA-LSC-based calculationkgfkas andkiy strengti®! and that as a resulte~ es. The values of the AB
were performed for three different solute molecules. The central bond lengthye, andwasfor CO, were adopted from ref 92, and
B atom was assumed to have the mass of carbon, whereas théhe corresponding value @fs was calculated with the help of
terminal A atoms were assumed to have the masses of oxygengq 3. The values af, andws for CS, were adopted from ref 93
sulfur, or selenium. We will refer to these different triatomic and the corresponding value @fswas calculated with the help
solutes as C& CS, and CSethroughout the remainder of this  of eq 3. The value of for CSe was adopted from ref 94, and
paper. However, it should be emphasized that we do not expectthe corresponding values ofs and was were calculated from
our model to provide a realistic description of VER in the the value of 25+ was= 2031 cnv? (cf. ref 94) and eq 3. The
corresponding real molecules. The solvent is assumed to beabove values obs andwaswere also found to be withir100
monatomic and corresponds to either liquid argon or liquid neon cm™! of these calculated for the isolated molecules via DFT.
at the same thermodynamic point in terms of reduced LJ units The simulation procedures used are the same as these
(T™ =ksTle = 0.8 andp* = po® = 0.85, whereTl andp are the described in ref 86 for COin argon and neon. A cubical
actual temperature and density an@nd o are the usual LJ  simulation cell with a single triatomic solute and 105 solvent
parameters). The model and simulation parameters are givenatoms was used. For the classical simulations, the system was
in Table 1. The vibrational energy level diagrams for£LOS, equilibrated via the velocity rescaling method and propagated
and CSeg are also drawn to scale in Figure 1, where it can be in time via the velocity Verlet metho®.Classical simulations
seen thatw,s decreasewith increasing mass of the terminal on the CSgNe system were started by replacing the ,CO
atoms. It should be noted that the results for,@0iquid argon molecule by CSgin an equilibrium configuration of the CD
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TABLE 2: kas ks, and ki, in the CO,/Ar System, as Obtained via the LHA-LSC Methodt
COyJ/Ar Kads™t kst Kir/s™t

classical (6 1) x 10715 (1.4+0.1)x 107 (1.17+ 0.04) x 1072
LHA-LSC (4+1)x 107 (1.14+0.1) x 1C (6+1) x 107
standard QCF (1.2°0.2)x 1014 (2.8+£0.2) x 10 (2.34+ 0.08) x 102
harmonic QCF (2.220.4)x 10718 27+0.2 0.203+ 0.007
Schofield QCF (5.5 0.9) x 1077 (2.0+£0.1)10 75+ 3

MHS QCF (3.5 0.6) x 10°1° 73+5 3.9+0.1

2 Also shown are the corresponding predictions obtained via fully classical simulations, and by using the followingxGEPBB«):8" (1)
standard:fs(x) = 2/(1 + e™); (2) harmonic: f\(X)= x/(1 — €7); (3) Schofield: fsc = €/, and (4) mixed harmonic/Schofield (MHS¥ims(X) =

A/ xe®(1—e™.
TABLE 3: Same as Table 2, for the CQ/Ne System

CO,/Ne Kads™t kst Kivr/s™t
classical (2.4£0.8)x 10°%° (5+1)x10* (9.9+0.8) x 10°°
LHA-LSC (1.5+0.4) x 107 (1.0+£0.2) x 10* 2.640.4
standard QCF (F2) x 1071¢ (1.0£0.2)x 1073 (2.0£0.2)x 10

harmonic QCF
Schofield QCF

(2.2:0.3)x 107V
23+ 8

(2.4+0.5) x 102
(1.3+0.3) x 107

(4.3+£0.8)x 103
(34+0.3)x 10°

MHS QCF (2.2£0.7)x 1078 (6+1) x 10 3843
TABLE 4: Same as Table 2, for the C%/Ar System
CS/Ar Kads™t kst Kir/s™t

classical (4.8:0.7) x 1022 (2.26+ 0.09) x 103 (8+2) x 10°5
LHA-LSC (1.440.6)x 1075 (2.3+0.3) x 10° (8+3)x 103
standard QCF (16 1) x 1022 (45+0.2) x 10° (1.64+0.4)x 1074
harmonic QCF (1.2 0.2) x 10710 (2.31+0.9) x 10* (1.24+0.3)x 1078
Schofield QCF (1.9:0.3)x 10°© (3.84+0.1) x 10 (1.945)x 10!
MHS QCF (1.5+0.2) x 1078 (9.3+0.4) x 10* (1.5 0.4) x 1072

Ne system. This was followed by equilibration over 15 ns. A calculated the normal-mode frequencies and transformation
similar procedure was used for the classical simulation of the matrix via the Jacobi methd8,and used them in order to sample
CSelAr, CS)/Ar and CS/Ne systems (except for the fact that the initial normal-mode momenta. Here too, we restrict ourselves
equilibration of the latter two systems was started at an to normal-mode displacements that satisfy the constraints
equilibrium configuration of CSén the corresponding solvent).  imposed by the linearity of the triatomic molecéfewe then
The equilibration period was followed by a calculation of performed a classical MD simulation over 500 time steps for
the classical correlations functioi@(t), Cadt), and Ciy(t) by each of the initial configurations, and extracted the correlation
averaging over (4 10) x 1 trajectories, each with 5000 time  functionsCq(t), Cadt), andCi,(t) from them. It should be noted
steps. Once the classical correlation functions were obtained,that in calculating correlations functions via LHA-LSC, we can
their FT was calculated via the FFT method. In the case of very only correlate the relevant quantitiestat= 0 and at a later
high vibrational frequencies-@00 cnt?) the FT is a very small timet. All of the results reported below were based on the cosine
number, and therefore very difficult to compute directly. transform of the real part of the correlation functiéhs.
Following the common practice, we instead extrapolated the
exponential gap law, which was observed to emerge at low |V, Results and Discussion
frequencies, to higher frequenci®$® Assuming that this , , ,
extrapolation is the major source of error, we evaluated the error  1h€ values okas ks, andky, as obtained via the classical
bars reported for the VER rate constants based on the least-2nd LHA-LSC-based treatments for all six combinations of the
squares fit to the corresponding linear frequency dependencethree solutes (C&CS, and CSg) and two solvents (argon and
of the VER rate constant (on a semilog scale). neon), are given in Tables2. The VER rate constankgs ks,
LHA-LSC-based calculations ofs, kis and ki, start by andki, for the CS/Ar, CS/Ne, CSe/Ar and CSe/Ne systems
sampling the initial positions of all the atoms in the simulation &ré &lso shown in Figures-%, as a function of frequency and
cell via a PIMD simulation, where 16 beads were assigned to N & seémilog plot (the corresponding figures for the 2®©
each atom. The PIMD simulation was started with all 16 beads @nd CQ/Ne systems can be found in ref 86).
in the position of the Corresponding atom in a classical The foIIOWing observations can be made based on the results
equilibrium configuration (as obtained from the classical simula- Presented in Tables-27:
tion described in the previous paragraphs). This was followed ¢ Generally speaking, the VER rate constants predicted by
by an equilibration period of 2.7 ps (Ne) or 3.6 ps (Ar) at the the LHA-LSC method are faster than those predicted by the
desired temperatures, with the help of Kestoover chain classical treatment. A similar quantum enhancement of VER
thermostats of length four (one thermostat for each of the threerates has been observed in other nonpolar liquid solutions and
Cartesian coordinates of each atom) and the velocity Verlet is attributed to the ability to penetrate classically forbidden areas
algorithm?” It should be noted that the initial configurations on the repulsive region of the interaction potentfaf®
sampled satisfied the constraint imposed by the linearity of the ¢ The quantum enhancement factor in liquid neon is larger
triatomic moleculé®* The sampling was performed by choosing than that in liquid argon. This leads to an interesting trend
random beads from snapshots of the isomorphic liquid of cyclic reversal in the solvent dependence of VER rates between the
polymers at each time step. An overall number of abowt 3  classical and LHA-LSC-based treatments. More specifically,
1% initial configurations was used. For each of these, we although the classical VER rates in liquid argon are faster than
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TABLE 5: Same as Table 2, for the C%/Ne System

J. Phys. Chem. A, Vol. 110, No. 49, 20063135

CS/Ne Kads™t kdst Kivr/s™t
classical (2.0:0.3)x 1074 86+ 6 (2.3+£0.3)x 1077
LHA-LSC (4+2)x 1073 (184 3) x 109 (1.2+0.1) x 107

standard QCF
harmonic QCF
Schofield QCF

(4.8:0.6) x 10714
(1.3-0.2) x 1012
2.1:0.3

(1.740.1) x 10?
(2.2+0.2) x 10°
(3.3 0.2) x 107

(4.6+0.6) x 107
(9+1)x 106
64+ 8

MHS QCF (1.7£0.3)x 10°° (2.7+£0.2)x 10° (2.4+0.3)x 102
TABLE 6: Same as Table 2, for the CSg/Ar System
CSe/Ar Kads™t kds™t Kivr/s™2
classical (3.1 0.6) x 10°° (3.24+0.1) x 10° (4.7+£0.6)x 1077
LHA-LSC (2.5+0.8) x 10 (4.9+0.7) x 107 (3+1)x 107
standard QCF (1) x 10°° (6.4+0.2) x 10° (94 1) x 107
harmonic QCF (6t 1) x 10°8 (1.7+£0.1) x 107 (7+£1)x 10°°©
Schofield QCF (8 2) x 10°5 (4.7+£0.1) x 107 (84 1) x 107
MHS QCF (2.2£0.4)x 10°° (2.84 0.1) x 107 (84 1) x 1075
TABLE 7: Same as Table 2, for the CSg/Ne System
CSe/Ne kads™t kst Kivr/s™2
classical (5+1) x 10°1° (9.9+0.3)x 10° (2.0+0.8)x 10°®
LHA-LSC (2.7+£05)x 102 (1.4+£0.1)x 168 (9+4)x 105
standard QCF (18- 2) x 10720 (19.8+ 0.6) x 10° (4.0+£2) x 10°®
harmonic QCF (2.53:0.5)x 108 (1.344+0.04) x 10/ (7+£3)x 107
Schofield QCF 50t 10 (8.5£0.3)x 1¢° 3+1

MHS QCF

(1.2+£0.3)x 103

(1.06+ 0.03) x 10P

(144 0.4) x 103

these in liquid neon, the opposite is true for the LHA-LSC- than in the case of argon. This better ability to penetrate
based VER rates. This implies that the reduction of the VER classically forbidden areas on the repulsive region of the
rates due to the lower temperature of liquid neon is more than interaction potential in the neon solvent gives rise to a larger
compensated for by a considerably larger quantum enhancementguantum enhancement. The fact that the trend reversal becomes
This may be explained by the fact that neon has a smaller masdess pronounced with increasing mass of the terminal A atom
than argon and that the solutsolvent interaction potentials in  is also consistent with this interpretation.
the repulsive region are somewhat softer in the case of neon e The quantum enhancement of the VER rates is clearly
pathway-dependent. The largest quantum enhancement is ob-
12 served in the case ds followed by a significantly smaller

guantum enhancement df, and yet a smaller quantum
8 12 . ; .
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~< L
4 ’\ N
~ \C@sSica/ S~ -
4l Sl _
10 .o
'._‘D 5 0 S L L 1 =
> 0 200 400 600 800
|_$|20 8 r\: : - |
U)'S L M S o =~ o - LH
o » ~ . ~ tse
40 X of ~ . DTN B
. . L . . ~ o ~ Ess,'ca/ =~
0 300 600 900 1200 1500 1800 I ~3
T T T T T O - F ~ - -
8 N i - as ~eL
e 16 L L L L L ~
4t ~- . . 0 300 600 900 1200 1500 1800
~ \\ -~ - LHA 8 T T T T T ]
SO S
of S oSS : & ~
S T~ 41 s~ o i
. C/a\.\\ N \\\‘~\
LIvr e~ 0 ST Mg '
. I . I I - o ~ <<
0 200 400 600 ;. 800 1000 ~%asg, ~ < ]
w/2rC (cm ') a4t ~Y.
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Calculated data are shown as solid lines. The dashed lines represent w/21t06020m_1)
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asymmetric stretches. The relevant frequencies are indicated by arrowsFigure 3. Same as Figure 2, for G$ neon.
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enhancement d,,. These differences may be attributed to the
fact that the solvent is more effective at assisting VER of the
asymmetric stretch than it is in assisting VER of the symmetric
stretch, and even less so when it comes to assisting’fVR.

o Although IVR is the preferredlassicalpathway in all of

o/2nc (em’™)

Ka and Geva

guantum enhancement kfsin comparison td,, decreases the
gap between these two rate constants. In fact, the semiclassical
kas may even become faster th&g, such that intermolecular
VER will become the preferred VER pathway, as is indeed
observed in the case of CSe

The first three observations reinforce similar observations
from our previous stud§® However, to the best of our
knowledge, the fourth observation represents the first reported
example of a situation where the quantum VER pathway differs
from the classical one. It is important to note that this trend
reversal relies on the third observation, according to which the
guantum enhancement of solvent-assisted IVR is orders of
magnitude weaker than that of intermolecular VER.

It is also interesting to compare the results obtained using
the LHA-LSC method to those obtained by using QCFs. In this
case, one “corrects” the classical VER rate constant by
multiplying it by a frequency-dependent QCF, that ks~
f(Bhw)K©), wherej = s,as,ivi¢” The VER rate constants
obtained by using different QCFs are reported in Tableg.2
The following observations can be made based on these results:

e From the four QCFs considered, the Schofield and Mixed
Harmonic-Schofield (MHS) QCFs lead to VER rate constants
that are the closest to those obtained via the LHA-LSC method.
It should be noted that the quantum enhancement of the VER
rate predicted by the Schofield and MHS QCFs is significantly
larger than that predicted by the Standard and Harmonic QCFs.

e In the case of liquid argon solutions, the valuesqfand
ks obtained by using the LHA-LSC method are closest to these
obtained by using the Schofield QCF, whereas the values of
kir obtained by using the LHA-LSC method are closest to these
obtained by using the MHS QCF. It should be noted that the
Schofield QCF is generally larger than the MHS QCF. This
observation is therefore consistent with the fact that LHA-LSC
predicts a stronger quantum enhancement of intermolecular
VER.

A similar trend is seen in the case of liquid neon solutions,
where LHA-LSC predicts a weaker quantum enhancement of
IVR in comparison to intermolecular VER.

o All of the QCFs point to IVR as the preferred VER pathway
in the case of CS#Ar, which should be contrasted with the
prediction of LHA-LSC that intermolecular VER is the preferred
pathway in this case.

o The different QCFs predict different preferred VER
pathways in the case of CgMe. More specifically, the
Schofield QCF points to intermolecular VER as the preferred
pathway (similar to the LHA-LSC method), the MHS QCF
predicts similar rates for IVR and intermolecular VER, and the
other QCFs predict that IVR is the preferred pathway.

V. Concluding Remarks

In this paper, we have shown that the preferred VER pathway
predicted via the LHA-LSC method can be different from that
predicted by the classical treatment. The example of,@%e
liquid argon or neon, where IVR is the preferrethssical
pathway and direct intermolecular VER to the ground state is
the preferred pathway within the framework of the LHA-LSC
method, demonstrates this point. This trend reversal originates
from the weaker quantum enhancement of solvent-assisted IVR
in comparison to intermolecular VER. It should be noted that a
similar trend is predicted by the Schofield QCF in the case of
CSe in liquid neon.

One may obviously question the accuracy of the LHA-LSC

the cases considered here, this is not the case when LHA-LSCmethod for the system considered here and its ability to capture
is used for calculating the VER rates. This is because the largerall relevant quantum effects. Unfortunately, addressing this
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guestion systematically would require a comparison to the exact (24) Kliner, D. A. V.; Alfano, J. C.; Barbara, P. B. Chem. Phys.

) i : 1993 98, 5375.
guantum-mechanical VER rate constants, which cannot be (25) Zimdars, D et alPhys. Re. Lett. 1993 70, 2718.

computed for the type of system considered here. A less (26) Miller, D. W.: Adelman, S. Alnt. Rev. Phys. Chem1994 13,
systematic, yet presumably more feasible, alternative approachssg.

could be based on comparison to experiment. However, a truly _ (27) Owrutsky, J. C.; Raftery, D.; Hochstrasser, R Ainu. Re. Phys.

- - - : Chem.1994 45, 519.
realistic model for VER in CQ CS, and CSe will require (28) Salloum, A.; Dubost, HChem. Phys1994 189 179.

more accurate force fields and would have to include stretch-  (29) Tokmakoff, A.; Sauter, B.; Fayer, M. 0. Chem. Phys1994
to-bend VER pathways, intramolecular anharmonic coupling 100 9035.

i i it i (30) Tokmakoff, A.; Fayer, M. DJ. Chem. Phys1995 103 2810.
t?rmf‘:" and higher ordir IVE processes.fA:] the same tlme’hlt IS (31) Pugliano, N.; Szarka, A. Z.; Gnanakaran, S.; Hochstrasser, R. M.
also important to note that the accuracy of the LHA-LSC method ; chém. phys1995 103 6498.

has been demonstrated on several nontrivial benchmark prob- (32) Owrutsky, J. C.; Li, M.; Locke, B.; Hochstrasser, R. 3.Phys.
lems for which the exact quantum-mechanical FFCF can be Chem.1995 99, 4842,

: g : . (33) Stratt, R. M.; Maroncelli, MJ. Phys. Chem1996 100, 12981.
computed, and that its predictions compared well with experi (34) Urdahl, R. S.: et all. Chem. Phys1997, 107, 3747.

mental VER rates measured in other nonpolar liquid soluf&ns. (35) Myers, D. J.; Urdahl, R. S.; Cherayil, B. J.: Fayer, M.JDChem.
It should also be noted that the LHA-LSC methadictsthe Phys.1997 107, 9741.

variations in quantum rate enhancement between different VER 10§3f15)52§‘amm~ P.; Lim, M.; Hochstrasser, R. M. Chem. Phys1997
pathways. This should be contrasted with the QCF approach, (’37) Laenen, R.: Rauscher, C.: LaubereauPAys. Re. Lett. 1098

where observing the same effect would requasgsigning 80, 2622.
different QCFs to different VER pathways. Finally, it should (38) Myers, D. J.; et all. Chem. Phys199§ 109, 5971.

; o (39) Sagnella, D. E.; et @Proc. Natl. Acad. Sci. U.S.A999 96, 14324.
be noted that although the model Hamiltonian is probably too (40) Deng. Y: Stratt, R. MJ. Chem. Phys2002 117, 10752.

oversimplified for describing VER in the real GOCS, and (41) Li, S.: Thompson, W. HJ. Chem. Phys2003 107, 8696.
CSe molecules, it is nevertheless self-consistent and therefore (42) Bakker, H. JJ. Chem. Phys2004 121, 10088.

sufficient for a proof-of-principle demonstration that the quan- (ﬁ) é?;gﬁ;‘iah' .As-gi*f(gfeér -\ﬁ%’bgfggu myzlgla Eg& 61%79-1 o
tum and classical VER pathways can differ. 2032 ) r T AyS. e Lett '

The next step is clearly to extend the analysis to more realistic  (45) Vodopyanov, K. LJ. Chem. Phys1991, 94, 5389.
models, so as to make it possible to perform direct comparison (46) Bakker, H. JJ. Chem. Phys1993 98, 8496.
to experimental data. To this end, it would be important to also ) g?;rgr?grr,]'H'\./!';R(.?’%Trl]-leorf’mfrrl]riml\)l.'j.h)lgshlygs?%ﬁ(e)ﬁq.1Ezigé7, 101
account for stretch-to-bend VER pathways, higher order IVR 1745,
processes, and polar soldteolvent interactions. The investiga- (49) Hayes, S. C.; Philpott, M. J.; Reid, P.1).Chem. Phys199§
tion of these issues is currently underway in our group and will 109, 2596.

] L (50) Woutersen, S.; Emmerichs, U.; Nienhuys, H.; Bakker, HPhys.
be reported in future publications. Rev, Lett. 1998 81, 1106.
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